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Input document
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37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to

flee the blaze in the four-story building.
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Two Subproblems

Input document

A fire in a Bangladeshi garment factory has left at

least 37 people dead and 100 hospitalized. Most of

the deceased were killed in the crush as workers

tried to flee the blaze in the four-story building.

A fire in a Bangladeshi garment factory

Mention

detect|on at least 37 people

 —

the four-story building

Mention clustering

Cluster #1 A fire in a Bangladeshi garment factory the blaze in the four-story building
Cluster #2 a Bangladeshi garment factory the four-story building
Cluster #3 at least 37 people the deceased




Previous Approach:
Rule-based pipeline

—

—

—> Hand-engineered rules

Input document

public static boolean inStopList(Mention m) {
String mentionSpan = m.spanToString().tolLowerCase(Locale.ENGLISH);
if (mentionSpan.equals("u.s.") || mentionSpan.equals("u.k.")

Syntactic parser

|| mentionSpan.equals("u.s.s.r"
if (mentionSpan.equals("there") ||

A fire in a Bangladeshi garment factory has left

at least 37 people dead and 100 hospitalized.

|| mentionSpan.equals("1td."))

)) return true;
mentionSpan. startsWith("etc.")

return true;

List<CoreMap> sentences = doc.get(CoreAnnotations.SentencesAnnotation.class);

for(int i=0 ; i < predictedMentions.size() ; i++) {
CoreMap s = sentences.get(i);
List<Mention> mentions = predictedMentions.get(i);

List<CoreLabel> sent = s.get(CoreAnnotations.TokensAnnotation.class);
Set<Mention> remove = Generics.newHashSet();

for(Mention m : mentions){
String headP0S = m.headWord.get(CoreAnnotations.Part0fSpeechAnnotation.class);

if(dict.nonWords.contains(m.headString)) remove.add(m);

subj \ if (mentionSpan.startsWith("'s ")) return true;
pobj \ \ , punct. .
et \ \ / dvmod \
/ [/ amod. \ \ / ,quantmod . j \
" '’e A \ v \ / ™
ot +9et o FPrer sy [or¥ y NN ez 4@ yan [INEGeR s \op 4nUM s #measurey) Aeca (o cp #nsubiY gy . R
in _a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized . )
protected void removeSpuriousMentions(Annotation , List<List<Mention>> , Dictionaries
if(lang == Locale.ENGLISH) removeSpuriousMentionsEn(doc, predictedMentions, dict);
else if (lang == Locale.CHINESE) removeSpuriousMentionsZh(doc, predictedMentions, dict, removeNested);
b
protected void removeSpuriousMentionsEn(Annotation , List<List<Mention>> , Dictionaries

Candidate mentions

Mention #1

Mention #2

Coreferent?

A fire in a Bangladeshi garment factory

garment

A fire in a Bangladeshi garment factory

garment

v/X

factory

garment

factory

v/X

at least 37 people dead and 100 hospitalized

factory

at least 37 people dead and 100 hospitalized

v/X

v/X




Previous Approach:
Rule-based pipeline

—>

—_— _—

Hand-engineered rules

Input document Syntactic parser

A ﬁ reina BangladeShl garment faCto ry has Ieft oT ‘“‘\NNL’E"‘IN oT JJ'/_amT:N“"" NN vsz‘a“x\/m/m';g::n*trzd\co‘"“’"\NNs‘"‘“s‘"e\\‘uﬁ“ngmvaN

A fire in_a Bangladeshi garment factory has left at least 37 people

.

dead and 100 hospitalized .

Mention clustering: main source of
improvement for many years!

Haghighi and Klein (2010)

Raghunathan et al. (2010)

Clark & Manning (2016

public static boolean inStopList(Mention m) {

String mentionSpan = m.spanToString().toLowerCase(Locale.ENGLISH);

if (mentionSpan.equals("u.s.") || mentionSpan.equals("u.k.")
|| mentionSpan.equals("u.s.s.r")) return true;

if (mentionSpan.equals("there") || mentionSpan.startsWith("etc.")
|| mentionSpan.equals("1td.")) return true;

if (mentionSpan.startsWith("'s ")) return true;

1/ if (mentionSpan.endsWith("etc.")) return true;

return false;

protected void removeSpuriousMentions(Annotation doc, List<List<Mention>> predictedMentions, Dictionaries dict, boolean remo:
if(lang == Locale.ENGLISH) removeSpuriousMentionsEn(doc, predictedMentions, dict);
else if (lang == Locale.CHINESE) removeSpuriousMentionszh(doc, predictedMentions, dict, removeNested);

}

protected void removeSpuriousMentionsEn(Annotation doc, List<List<Mention>> predictedMentions, Dictionaries dict) {
List<CoreMap> sentences = doc.get(CoreAnnotations.SentencesAnnotation.class);

for(int i=0 ; i < predictedMentions.size() ; i++) {
CoreMap s = sentences.get(i);
List<Mention> mentions = predictedMentions.get(i);

List<CoreLabel> sent = s.get(CoreAnnotations.TokensAnnotation.class);
Set<Mention> remove = Generics.newHashSet();

for(Mention m : mentions){
String headP0S = m.headWord.get(CoreAnnotations.Part0fSpeechAnnotation.class);
// non word such as ‘hmm’

if(dict.nonWords.contains(m.headStrin: remove.add(m);

Mention #2 Coreferent?

garment v/X

factory v/X

least 37 people dead and 100 hospitalized

v/X

v/X




Previous Approach:
Rule-based pipeline

—

T

—>

—

Hand-engineered rules

Input document

Syntactic parser

static boolean inStopList(Mention m) {

el Span.equals("u.s.s.r" re
n.equals("there") || ment

|| mentionSpan.equals("1td.")) return true

A fire in a Bangladeshi garment factory has le Y /—% . \/ R o\ T, o e e e
at Ieast 37 People dead and IOO hospitalized. \ A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized . : o . =
Relies on parser for:
* mention detection
» syntactic features for clustering (e.g. head words)
Coreferent?
A fire in a Bangladeshi garment factory Bangladeshi garment factory garment v/X
garment garment factory v/X
factory factory at least 37 people dead and 100 hospitalized v/X
at least 37 people dead and 100 hospitalized v/X




Our Contribution:
End-to-end Approach

+ Joint mention detection and clustering

* No preprocessing (no parser, no POS-tagger etc.)



Key Challenges

Inference: can we do better than naive O(N#4) runtime!?
Data: can we learn with partial labels?

Model: can we induce rich features (e.g. head words)!?



Inference challenge:
Can we do better than O(N%)?

Naive joint model is O(N%):

Input document (N words)

A fire in a Bangladeshi garment factory has left at least 37 people
dead and 100 hospitalized. Most of the deceased were killed in the
crush as workers tried to flee the blaze in the four-story building.
Witnesses say the only exit door was on the ground floor, and

that it was locked when the fire broke out.
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Input document (N words) Span #1
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Inference challenge:
Can we do better than O(N%)?

Naive joint model is O(N%):

Input document (N words) Span #1 | Span #2 | Coreferent?
A fire in a Bangladeshi garment factory has left at least 37 people A A fire v/X
dead and 100 hospitalized. Most of the deceased were killed in the A fire A fire in v/X
crush as workers tried to flee the blaze in the four-story building.
Witnesses say the only exit door was on the ground floor, and Afirein | Afire in v/X
that it was locked when the fire broke out. v /X




End-to-end Approach

»+ Consider all possible spans
»+ Learn to rank antecedent spans

+ Factored model to prune search space



Span Ranking

Every span independently chooses an antecedent

Input document

A fire in a Bangladeshi garment factory has left at

least 3 /Apeople dead and 100 hospitalized. Most of
the deceasedere killed in the crush as workers
tried to flee the blaze in the four-story building.
Witnesses say the only exit do as on the ground

floor, and that it was locked when the fire broke out.




Span Ranking

- Reason over all possible spans

- Assign an antecedent to every span

Span | Antecedent
A Y1
A fire Y2
A fire in Y3

out

Ym
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- Assign an antecedent to every span

Y3 € {67 17 2}

Coreference link from span | to span 3
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Span Ranking

Reason over all possible spans

- Assign an antecedent to every span

Y3 € {67 17 2}

Coreference link from span 2 to span 3

21

Span | Antecedent
A Y1
A fire Y2
A fire in Y3
out Ynr

)




Example Clustering

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

Span Antecedent (Y;)
A €
A fire ¢
a Bangladeshi garment factory ¢
the four-story building a Bangladeshi garment factory
out €
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Example Clustering

Input document
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d floor, and that it was locked when the fire broke out.
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Example Clustering

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

Span Antecedent (Y;)
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Example Clustering

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

Span Antecedent (Y;)
A €
A fire €
€
the four-story building a Bangladeshi garment factory
out €
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Span Ranking Model

26



Span Ranking Model

Independent decision

for every span

27



Span Ranking Model

Pairwise coreference score s(i, j) between
span i and span j

28



Span Ranking Model

M
P(yla---ayM‘D):HP(yi‘D)
i=1

M S
es(zayl)

i=1 Zy’ey(i)

eS(i,y,)
Factor coreference score S(i,j) to enable span pruning:

(i ) = {gm(z’) + 5 (j) + $a(d, 5) # ¢
1 =€
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Span Ranking Model

M
P(yla---ayM‘D):HP(yi‘D)
i=1

M S
es(zayl)

B yeya e

Factor coreference score™S(%, j) to enable span pruning:

(i ) = {gm(z’) + 5 (j) + $ald, 5) # ¢
1 =€
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Span Ranking Model

P(yi,...,ym | D) =

|

—
e,
S
S
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Span Ranking Model

M
P(yla---ayM‘D):HP(yi‘D)
i=1

M S
es(zayl)

i=1 Zy’éy(i)

eS(i,y,)
Factor coreference score S(i,j) to enable span pruning:

(i ) = {gm(z’) + 5 (j) + $a(d, 5) # ¢
1 =€
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Two-stage Beam Search

Input document (N words)

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

33




Two-stage Beam Search

Input document (N words)

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

Span Sm
A -10

A fire 4

a Bangladeshi garment factory 6
the four-story building 10
out -5
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Two-stage Beam Search

Input document (N words)

deceased were killed in the crush as worke

say the only exit door was on the ground

Spans with low mention scores likely

to have a negative overall score

Span -
: gqold
E |
y 4
a Bangladeshi garment factory 6
V4
the four-story building 10 y
/
y,
b
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Two-stage Beam Search

Input document (N words)

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

Span Sm Span Sm
A -10 A fire 4
o . | Keep top AN »
a Bangladeshi garment factory 6
a Bangladeshi garment factory 6
the four-story building 10
the four-story building 10
out -5
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Two-stage Beam Search

Input document (N words)

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

A fire

Target | a Bangladeshi garment factory

Span

the four-story building

37



Two-stage Beam Search

Input document (N words)

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to flee the blaze in the four-story building. Witnesses

say the only exit door was on the ground floor, and that it was locked when the fire broke out.

Antecedent
€ | Afire | ... | a Bangladeshi garment factory | ... | the four-story building
A fire 0 -00 - -00 - -00
0 - -00 - -00
Target | a Bangladeshi garment factory | 0 -10 | -5 -00 - -00
Span 0 - ~00
the four-story building 0 2 -3 10 -5 -00
0

38




Inference challenge:
Can we do better than O(N%)?

Naive joint model is O(N*4):

Input document (N words) Span #1 | Span #2 | Coreferent?
A fire in a Bangladeshi garment factory has left at least 37 people A A fire v/X
dead and 100 hospitalized. Most of the deceased were killed in the A fire A fire in v/X
crush as workers tried to flee the blaze in the four-story building.
Witnesses say the only exit door was on the ground floor, and Afirein | Afireina v/X
that it was locked when the fire broke out. /X

Factored model enables aggressive pruning

39



Data Challenge:
Can we learn with partial labels?

Only clusters with multiple mentions annotated:

Input document

A fire in a Bangladeshi garment factory has left at least
37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to

flee the blaze in the four-story building.......

40



Data Challenge:
Can we learn with partial labels?

Only clusters with multiple mentions annotated:

Input document

A fire in a Bangladeshi garment factory has left at least ”
37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to

flee the blaze in the four-story building.......

4]



Learning

Marginal log-likelihood objective.

og]] >  P@I|D)

1=1 geY(i)NGOLD(7)
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Learning

Marginal log-likelihood objective.

og]] >  P@I|D)

1=1 geY(i)NGOLD(7)

+ Related to Durrett & Klein (2013)
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Learning

Marginal log-likelihood objective.

og]] >  P@I|D)

1=1 geY(i)NGOLD(7)
+ Related to Durrett & Klein (2013)

+ Model can assign credit/blame to the mention or antecedent factors

s+ sm) + saling) G
S(Z,J)—<O 7

\

44



Credit Assighment Example

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of

the deceased were killed in the crush as workers tried to flee the blaze in the four-story building.

Span i »| Spanj

left at 37 people

(

Sm(7) + sm(7) + 5a(i,7) J 7 e

$(2,7) = <
(4,7) ) ey

\
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Credit Assighment Example

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of

the deceased were/

s tried to flee the blaze in the four-story building.

Span i »| Spanj
€
left at 37 people
(
. Sm(2) + sm(7) + sa(2,7 | £ €
$(i. ) = < (2) (4) + salis ) J #

0 ] =€

\
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Credit Assighment Example

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of

the deceased were killed in the crush as workers tried t¢ g.
Span i » Spanj
€
left at 37 people
( . . . . .
o sm(D) +sm(f) +sa(i,5) JFe€
S(Za ]) = 9 Y
0 ] =€

\
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Credit Assighment Example

Input document

A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 hospitalized. Most of

the deceased were killed in t flee the blaze in the four-story building.
Spani » Spanj
€
a Bangladeshi garment factory left at
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Credit Assighment Example

Input document

A fire in a Bangladeshi carment factory has left at least 37 people dead and 100 hospitalized. Most of

the deceas tried to flee the blaze in the four-story building.
Spani — » Spanj
€
a Bangladeshi garment factory left at
( . . . . .
o sm(D) +sm(f) +sa(i,5) JFe€
S(Za ]) = 9 Y
0 ] =€
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Credit Assighment Example

Input document

A fire in a Bangladeshi garment factory has lafe ot lasct 27 noopla dead and L0OO bospitalized. Most of

the deceased were killed in the crush ~story building.
Spani » Spanj
€
a Bangladeshi garment factory 37 people

(

Sm(7) + sm(7) + 5a(i,7) J 7 e

$(2,7) = <
(13) =14 iy

\
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Credit Assighment Example

Input document

A firein a Bangladeshi garment factorv hag left at least 37 neonle dead and 100 hospitalized, Most of

the deceased were kill

blaze in the four-story building.

Spani » Spanj
€
a Bangladeshi garment factory 37 people
( . . . . .
0 ] =€

\
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Data Challenge:
Can we learn with partial labels?

Only clusters with multiple mentions annotated:

Input document

A fire in a Bangladeshi garment factory has left at least
37 people dead and 100 hospitalized. Most of the
deceased were killed in the crush as workers tried to

flee the blaze in the four-story building

Missing mentions are

latent in the joint model

52



Model Challenge:
Can we induce rich features!?

Lexical and contextual cues are useful:

Input document

A fire in a Bangladeshi garment factory has left at least
37 people dead and 100 hospitalized. Most of the

deceased were killed in the crush as workers tried to

flee the blaze in the four-story building.......
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Model Challenge:
Can we induce rich features!?

Lexical and contextual cues are useful:

Input docunii

A fire Th a Bangladeshi garme#f factory has left at
least 37 people dead an4”100 hospitalized. Most of the

deceased were killéd in the crush as workers tried to

flee the blaze in the four-story building.......
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Neural Span Representations

the Postal Service

@09

 Span representation

;' Word & character
embeddings

0o ©0 ©0 @90 ©e0 ©e9o ©e9o 09 09

’ General  Electric said the Postal Service  contacted the company
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Neural Span Representations

the Postal Service

@09

"g % =y o
b gigzé} e

Word & character
’ General  Electric said the Postal Service  contacted the company

~ Span representation )

5l

\FB
\[72
e

embeddings
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Neural Span Representations

Boundary representations |

Span representation

Bidirectional LSTM

(t/t/t/t/t/t/t/t)

CDCDCDCDCDCDCDCD

1 Electric said the Postal Service ontacted the company

(l Word & character
embeddings
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Neural Span Representations

. Attention mechanism |

to learn headedness

. the Postal Service
Span representation

Head-finding attention

Bidirectional LSTM |

(l Word & character
embeddings
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Neural Span Representations

Compute all span
representations

. ) ﬂr..-'." 7 B \ s T S _
o i . ) o \‘_\ _
S & _~ /s
&A .\ A

General Electric  Electric said the the Postal Service  Service contacted the the company

Span representation

('('("/'( L

a Wérd & characte‘r‘
embeddings 0 00 ©e90 ©e90 @0 @0 @0 0o @9

" General  Electric said the Postal Service  contacted the company
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Coreference Architecture

(IX)

(I @00 ©09

General Electric the Postal Service the company
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Coreference Architecture

(IX)

\\\

~ Span representation | [‘ ‘ ‘] [‘ ‘ ‘] [‘ ‘ ‘]

y

General Electric the Postal Service the company
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Coreference Architecture

(I X)

(I @00 009

General Electric the Postal Service the company
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Coreference Architecture

(IX)

B
o TN,
@se @60 @00

General Electric the Postal Service the company
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Coreference Architecture

(I @00 ©09

General Electric the Postal Service the company
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Coreference Architecture

s(the company, €) = 0

s(the company,

s(the company,
the Postal Service)

General Electric)

Span representation [‘ ' ‘) [‘ ‘ ‘) (‘ ‘ ‘)
S o General Electric the Postal Service the company
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Experimental Setup

Dataset: English OntoNotes (CoNLL-2012)

Genres: Telephone conversations, newswire, newsgroups,
broadcast conversation, broadcast news, weblogs

Documents: 2802 training, 343 development, 348 test
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Experimental Setup

Dataset: English OntoNotes (CoNLL-2012)

Genres: Telephone conversations, newswire, newsgroups,
broadcast conversation, broadcast news, weblogs

Documents: 2802 training, 343 development, 348 test

Additional pruning: Maximum span width, maximum
sentence training, suppress spans with inconsistent
bracketing, maximum number of antecedents
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Experimental Setup

Dataset: English OntoNotes (CoNLL-2012)

Genres: Telephone conversations, newswire, newsgroups,
broadcast conversation, broadcast news, weblogs

Documents: 2802 training, 343 development, 348 test

Additional pruning: Maximum span width, maximum
sentence training, suppress spans with inconsistent
bracketing, maximum number of antecedents

Features: distance between spans, span width

Metadata: speaker information, genre
68
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Coreference Results
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Test Avg. Fl (%)

Coreference Results

Durrett Bjorkelund  Martschat

& Klein & Kuhn & Strube
(2;’ 3) (2014) (g 5)

Linear models
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Test Avg. Fl (%)

Coreference Results

Durrett Bjorkelund  Martschat Wiseman Clark &
& Klein & Kuhn & Strube et al. Manning
(2; 3) (2014) (%g 5) (2016) (2016)

Neural models

Linear models




Test Avg. Fl (%)

Coreference Results

Durrett Bjorkelund  Martschat Wiseman Clark &

& Klein & Kuhn & Strube et al. Manning

(2013) (2014) (2015) (2016) (2016)
N\ / d /-//

Pipelined models




Coreference Results

Test Avg. Fl (%)

Durrett Bjorkelund  Martschat Wiseman Clark & Our model Our model
& Klein & Kuhn & Strube et al. Manning (single) (ensemble)
(20;) (2014) (2015) (@ 16) (2016) b f

A 4

\\'\1\ ~ ‘; ,/ 7~ ~ \

End-to-end models

Pipelined models
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Mention Recall

O Raghunathan et al. (2010) O Our model (actual threshold) == Our model (various thresholds)

100

80

“ 60
c
9
c

2 40
o%

20

0

0.1 0.2 0.3 0.4 0.5

Spans per word
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Mention Recall

O Raghunathan et al. (2010) O Our model (actual threshold) == Our model (various thresholds)

s ]}
80
“ 60
c
ks ,
é 40 | Recall of gold mentions \
S increases as we keep more spans |
20
0
0.1 0.2 0.3 0.4 0.5

Spans per word
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Mention Recall

O Raghunathan et al. (2010) O Our model (actual threshold) == Our model (various thresholds)

1 — L i

80
cZ) 60 . 92.7% @ 0.4 spans per word |
o 40
o2

20 |

0

0.1 0.2 0.3 0.4 0.5

Spans per word
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Mention Recall

O Raghunathan et al. (2010) O Our model (actual threshold) == Our model (various thresholds)

QO

80

o0
o

iention recall

N
o

0.1 0.2 0.3 0.4 0.5

Spans per word

77



Qualitative Analysis

A fire in a Bangladeshi garment factory has left at
least 37 people dead and 100 hospitalized. Most of
the deceased were killed in the crush as workers

tried to flee the blaze in the four-story building.
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Qualitative Analysis

|:I :  Mention in a predicted cluster

A fire in a Bangladeshi garment factory |has left at

least 37 people dead and 100 hospitalized. Most of

the deceased were killed in the crush as workers

tried to flee in the four-story building.
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Qualitative Analysis

|:I :  Mention in a predicted cluster
- :  Head-finding attention weight

A . in a Bangladeshi garment factory |has left at

least 37 people dead and 100 hospitalized. Most of

the deceased were killed in the crush as workers

tried to fleein the four-story building.

80



Qualitative Analysis
|:I :  Mention in

- :  Head-findin

‘A . ina Bangladeshi garmeht factory \has left at

least 37 people dead and’100 hospitalized. Most of

the deceased were killed in the crush as workers

tried to flee|the - in the four-story building.
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Qualitative Analysis

|:I : Mention in a predicted cluster

- :  Hea

A .:n a Bangladeshi garment factory |has left at

least 37 people dead and 100 hospitalized. Most of

the deceased were killed in the crush as workers

tried to fleein the four-story building.
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Head-finding Agreement

7% of constituent spans with predicted
heads that agree with syntactic heads
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Common Error Case

|:I :  Mention in a predicted cluster
- :  Head-finding attention weight

The flight- have until 6:00 today
to ratify labor concessions-iiﬁ

union and ground crew did so yesterday.
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Common Error Case

I

Mention in a predicted cluster

Head-finding attention weight

The flight- have until 6:00 today

to ratify labor concessions

union and ground trew did so yesterday.

Conflating relatedness

with paraphrasing
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Conclusion

- State-of-the-art end-to-end coreference resolver

« Scalable inference
« Learns latent mentions and heads

- https://github.com/kentonl/e2e-coref
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Conclusion

- State-of-the-art end-to-end coreference resolver
« Scalable inference
« Learns latent mentions and heads

- https://github.com/kentonl/e2e-coref

- Relatively simplistic model:
* Doesn’t explicitly model clusters
» Lacks discourse reasoning and world knowledge

- Still a long way to go!
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